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ABSTRACT 
Recent awareness of the impacts of bias in AI algorithms raises the risk for companies to deploy such algo-
rithms, especially because the algorithms may not be explainable in the same way that non-AI algorithms 
are. Even with careful review of the algorithms and data sets, it may not be possible to delete all unwanted 
bias, particularly because AI systems learn from historical data, which encodes historical biases. In this 
paper, we propose a set of processes that companies can use to mitigate and manage three general classes of 
bias: those related to mapping the business intent into the AI implementation, those that arise due to the 
distribution of samples used for training, and those that are present in individual input samples.  While 
there may be no simple or complete solution to this issue, best practices can be used to reduce the effects of 
bias on algorithmic outcomes. 
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1. Introduction 
The potential for efficiencies and improvements has attracted many companies to invest in AI [1] [2]. 
However, the specter of unintentional bias and its potential to cause harm can negatively impact a com-
pany’s reputation. This type of risk and consequent exposure to lawsuits is an important reason for caution. 
Bias in algorithms not only carries these risks, it can cause an application to perform sub-optimally, leading 
to missed opportunities. For example, bias in lending practices can lead to both financial loss, when bias 
favors some people, and missed financial gain when bias unfairly discriminates against others. The situa-
tion is exacerbated by the fact that many AI systems are not “explainable” in ways that deployers can claim 
to not contain unintended bias [3] [4] and other categories of errors. Managers have a difficult time trusting 
key business decisions to inferences that cannot be explained, especially when bias and other sub-optimal 
decision making patterns can be embedded within data used for training in non-obvious ways [5] [6]. Even 
worse, if the output of the application can impact its input, it can maintain a vicious cycle of bias that mires 
the application in a realm of poor predictive performance indefinitely [7]. 



 

 
	
  

	
  

With so much at risk, it is time to develop a set of best practices to help guide deployers of AI systems 
around these potential pitfalls. As a first step in this direction, we propose a framework to understand, 
quantify, and mitigate sources of bias. First, we survey the potential sources and impacts of bias in AI sys-
tems. Then we describe processes that can help companies manage bias to improve their AI outcomes and 
help provide confidence in the results for themselves, their customers, and regulators. 

2. Potential Problems 
Bias in AI systems comes from diverse sources, from the algorithm and input attributes chosen to the hid-
den correlations within training data. We describe three general classes of bias: those related to mapping 
the business intent into the AI implementation, those that arise due to the distribution of samples used for 
training (including historical effects), and those that are present in individual input samples. 

2.1. Issues with Representing the Goal 
The earliest stage for bias to creep into an AI system is when the deployer determines its concrete algo-
rithmic objective from what may be a nebulous goal. For example, the actual goal of a business may be to 
direct advertising to the potential customers most likely to purchase their product. Since there is no straight-
forward way to map this into an AI implementation [8], companies must choose the hypothesis, input at-
tributes, and training labels or reinforcement criteria that they deem will best accomplish this goal. For ex-
ample, a company selling video games might hypothesize that their product would be most likely to sell to 
young men and look for customers with attributes such as male and aged 15-25. 

2.1.1.  Proxy Goals 
In the example above, since there is no way to determine the exact likelihood of someone to purchase their 
product, they may choose a goal of selecting individuals with attributes similar to those of customers that 
previously purchased a similar product. However, this may not be the right choice when trying to enter new 
markets or trying to market new product features. Basing the goal choice on historical information without 
factoring in suitable context will necessarily expose the system to historical bias. For example, people from 
some regions may simply not have purchased the product because it wasn’t previously marketed in their 
region. Similarly, changes in product features, price, or external trends may render it suitable for customers 
who had not purchased the previous version. 

2.1.2. Feature Selection 
The choice of which attributes to include is perhaps the most obvious source of bias from the mapping de-
signers. For example, a university admission system could look at standardized test scores, rank in class, 
GPA, letters of recommendation, etc. While the end goal may be the same (i.e., predicting success in col-
lege), the choice of features used can result in very different decisions.  Even seemingly innocuous input 
features can contain hidden biases [5, 9]. Even more difficult to quantify is bias that arises from features 
that are not included but could favorably influence the predictions for some people if included. Additional 
information, such as personal observations from a letter of recommendation, may be harder to map to quan-
tifiable and well-defined features, rendering such useful information unavailable to the algorithm. 

2.1.3.  Surrogate Data 
AI models demand large sets of mathematical input. Training sets must be represented numerically, and 
because the training sets must be large, these features are limited to those that developers can easily acquire 
at scale. This may mean that a job screening service uses credit scores rather than letters of recommenda-
tion as a surrogate for a feature such as “reliability” [29]. Such mathematical reductions can cause informa-
tion loss which then biases the problem mapping.  Surrogate data can also introduce bias by serving as 



 

 
	
  

	
  

proxies for restricted input, for example, zip codes can be used as proxy for race, magazine subscriptions 
for race or gender, and purchasing patterns for medical conditions. 

2.2. Issues with Data Sets 
In addition to dataset issues that can create problems during the mapping phase, there may be issues with 
training or production datasets. Creating training sets can be an arduous task. It typically involves preening 
a large data set [10] and for supervised learning, it includes obtaining labels. For deep learning systems, it 
may include ensuring rare cases are proportionally over-represented to give the model adequate opportunity 
to learn such cases during training. Due to the scale, complexity, and sometimes timeliness of this task, 
creating a training data set can be the bulk of the effort required in AI systems and is often the source of 
problems [11]. Training datasets can also be manipulated, rendering the AI algorithm vulnerable [13]. 

2.2.1.  Unseen Cases 
Much of the advantage of AI systems are their ability to generalize solutions with robustness to varied in-
put. However, this can become a disadvantage when the system is faced with a class for which it was not 
trained. For example, a neural network trained to classify texts as German or English will still provide an 
answer when given a text in French rather than saying “I don’t know”.  Such issues can lead to “hidden” or 
“silent” mispredictions, which can then propagate to cause additional harm to the business application. 

2.2.2.  Mismatched Data Sets  
If data seen in production differs significantly from that used in training, the model is unlikely to perform 
well. Extending the point above, commercial facial recognition systems trained on mostly fair-skinned sub-
jects have vastly different accuracies for different populations: 0.8% for lighter-skinned men and 34.7% for 
darker-skinned women [30].  Even if the model is originally trained on a dataset that matches production 
use, production data can change over time due to various effects from seasonal changes to external trigger 
events. Any such change can bring about hidden effects generated by mismatched data sets. 

2.2.3.  Manipulated Data  
Training data can be manipulated to skew the results as was exemplified by the short-lived chatbot Tay, 
which quickly mimicked the hate speech of its Twitter correspondents [12, 31]. Systems trained on small, 
public data sets are especially vulnerable to this form of attack. Similarly, data poisoning is a known secu-
rity challenge for AI systems [13]. 

2.2.4.  Unlearned Cases  
Even well-trained models do not have 100% accuracy; indeed, such high accuracy would likely result from 
overfitting the data and indicate that the model is not likely to generalize well to new cases. As a result, 
even well-trained models will have classes of samples for which they perform poorly. Studies have shown 
that facial recognition datasets that do not adequately represent across ethnic groups can cause trained 
models to display vastly different accuracies across race [14]. 

2.2.5.  Non-Generalizable Features  
Due to the practical difficulties in creating large, labeled training sets, model developers may rely on train-
ing from well-preened subsets of their expected production data sets. This can result in granting importance 
to features that are particular to the training set and not generalizable to broader data sets. For example, 
[15] shows how text classifiers, which were trained to classify articles as “Christian” or “atheist” on stan-
dard newsgroup training sets, emphasize non-relevant words like “POST” in making their classifications 
due to the distributions of those words in the training set. 

 



 

 
	
  

	
  

2.2.6.  Irrelevant Correlations 
If the training data contains correlations between irrelevant input features and the result, it may produce 
incorrect predictions as a result. For example, Ribeiro et al. trained a classifier to differentiate between 
wolves and dogs with images of wolves surrounded by snow and dogs without snow. After training, the 
model sometimes predicts that a dog surrounded by snow is a wolf [15]. Unlike non-generalizable features, 
the distribution of irrelevant correlations may not be particular to the training set but may occur in real-
world data as well. It may well be that wolves are more likely to be found in snow than dogs. However, it 
would be incorrect for the feature to impact the prediction; a wolf is still a wolf even when it is in Grand-
mother’s house. 

2.2.7. Issues with Using Historical Data 
AI systems necessarily learn from past information. Unfortunately, this includes learning human biases 
contained therein [5] and potentially missing opportunities that emerge from changing environments [9]. 

2.3. Issues with Individual Samples 
We classify issues with individual samples as those that can be seen by examining the data of a single sam-
ple. The problem may be with just that sample or endemic to all the samples. This classification is impor-
tant when the data sets contain personal information such that the entire data set cannot be made publicly 
viewable, but where individuals may be able to review their own personal data. 

2.3.1.  Inaccurate Data 
Data used for training is often highly curated in order to ensure the model learns effectively. Unfortunately, 
real-world data is seldom so clean. It can be incomplete or corrupted. For data that is manually entered, it 
can be entered incorrectly [27]. Data that is automatically collected can have incorrect sources [28]. 

2.3.2.  Stale Data 
Data used for both training and production input can be out-of-date. This may particularly be the case when 
large “dictionaries” are cached for fast access time. For example, credit scores could be downloaded from 
an external source and stored locally for fast access. Unfortunately, there may be resistance to updating the 
dataset by developers as it may reset the baseline for ongoing training experiments. 

3. Managing Bias 
Given the number of potential sources of bias currently known (and more are being discovered as the field 
matures), it can be daunting to face how to tackle them. Considering the myriad of issues that cause bias to 
enter the system, we cannot expect a single approach to resolve all of them. Instead, we propose a combina-
tion of quantitative assessments, business processes, monitoring, data review, evaluations, and controlled 
experiments. Before detailing the above stages, we establish some ground rules for processes we want to 
include. 

First, any process to evaluate an AI system for bias must be achievable by those that are not necessarily the 
primary developer. This is important because the system may need to be understood by non-technical man-
agement or evaluated by an auditor or regulator. In fact, since complex models are increasingly available 
from external sources [16, 17], even the primary developer may not know the model’s inner workings. 
Therefore, we require that our processes not require any knowledge of the internal workings of the model 
itself; we treat the entire AI pipeline (including any feature engineering) as a black box and use only the 
input and output data for evaluation. 



 

 
	
  

	
  

Second, transparency of input data is important. This is the only way to verify that the data is accurate and 
does not contain protected or incorrect data. Even if the data is private, it should be viewable by the person 
about whom the data is [18]. Methodologies for data versioning, data cataloging, and data tracking and 
governance are also critical to ensure that the specific dataset used to train a given model can always be 
identified and examined. 

We group the processes into stages at which the process most prominently come into play during the de-
ployment lifecycle of the AI system. However, this is mostly an organizing technique for planning these 
processes as the stages are likely to overlap and iterate over the lifetime of the application. 

3.1. Substantiate Assumptions 
During the planning stage of the application, prepare to provide quantitative evidence for the validity of 
your chosen numerical representations, the hypothesis itself, and the impact of the application on its envi-
ronment, including its future input. 

3.1.1.  Substantiate Surrogate Data 
When surrogate data is used, it should be accompanied by quantitative evidence that suggests that the sur-
rogate data is appropriate for its intended use in the model. Known limitations of the surrogate data should 
be documented and presented during reviews of predictions [19]. 

3.1.2.  Substantiate the Hypothesis 
Similarly, the model’s intended use and appropriateness for that use should be accompanied by quantitative 
external evidence that supports it along with any known limitations to the methodology [19]. 

3.2. Vet Training Data 
Training data needs to be vetted for accuracy, relevance, and freshness. Since training data is often curated, 
it tends to be “cleaner” than inference data. For example, incomplete or ambiguous samples may be elimi-
nated from the set. Unfortunately, the effort required to curate the training data may be at odds with keep-
ing it fresh. On the other hand, production inference data is likely to be fresh but may contain samples that 
are incomplete or ambiguous. 

3.2.1.  Avoid Overly Curated Training Data 
When considering whether the training set is appropriate for the expected production workload, avoid se-
lecting highly curated sets that perform well on curated evaluation data but are unlikely to perform well in 
production. 

3.2.2.  Guard Against Manipulation 
Consider whether the training data can be manipulated by outside (or inside) actors. If manipulation cannot 
be prevented, consider alternative data sources. Suciu et al. present a helpful overview of literature on poi-
soning machine learning in the context of a generalized model for the capabilities of adversarial agents 
[20]. Data security practices may also be needed to ensure that inappropriate datasets are not accidentally 
accessed by those building AI models. In large organizations where teams of data scientists work, such 
access restrictions can be critical. 

 

 



 

 
	
  

	
  

3.3. Evaluate for Bias 
As part of your model’s evaluation, include the following in addition to standard accuracy metrics. 

3.3.1.  Utilize Targeted Toolsets 
With the growing recognition of issues of bias in AI, there are an increasing number of tools available to 
help detect and mitigate bias in attribute sets, feature engineering, or the model itself [21].  

3.3.2.  Validate Predictions 
Although we treat AI systems as a black box, there are tools available that can determine which input fea-
tures determined the resulting prediction [15, 22]. Such predictions can be validated by providing a quali-
fied judge (who does not a priori know the AI system’s prediction) with the same feature values and com-
paring the judge’s determination with the AI’s prediction. This both validates and provides explanations for 
predictions. Such an evaluation process can help identify both non-generalizable features and irrelevant 
correlations. 

3.3.3.  Match Training to Production Needs 
It is important to monitor the distribution of input data to see whether production data is consistent with the 
data used in training. Input data should be monitored for anomalous cases that differ substantially from 
those seen in training. Input streams should also be monitored to ensure that the distribution of data seen in 
production does not stray from the distribution anticipated by the training data set. 

3.4.  Monitor Production Data 
AI accuracy is based on its evaluation data set. When the input seen in production does not match this, the 
system’s performance should be flagged and treated with skepticism. 

3.4.1.  Detect Incomplete Data 
Production AI systems should actively monitor for incomplete data. This is particularly true when the sys-
tem is trained on cleaned data sets but then receives a wider range of samples in production. For example, 
an employer recruiting program may use credit scores to train a filter to screen candidates and confuse 
someone with no credit history as someone with a low credit history. 

3.4.2.  Detect Data Divergence 
Production input monitoring should evaluate whether the input data received for inferences matches the 
expected distribution anticipated by the training data. If not, the model should be re-trained with fresher 
data to match the production workload [23]. 

Note that this is similar to the need to match training data to production needs that we discussed earlier. 
The first occurs during the planning of the training set and the second occurs in monitoring production data 
to detect when assumptions made during the training phase no longer hold. 

3.4.3. Detect Uncommon Cases 
Inputs with unique feature distributions or low confidence should be detected and ideally flagged for exter-
nal labeling and inclusion into future training sets. Chen et al. have shown that supplementing training sets 
with additional data can be an effective strategy for reducing bias [24]. 

 

 



 

 
	
  

	
  

3.4.4.  Refresh Input Data Regularly 
Input data sources should be refreshed in a timely manner. This includes data used for training as well as 
any stored data sets that are included as features for production inference. 

3.5. Create Supportive Processes 
In addition to the data science and engineering aspects of managing bias, there also needs to be business 
practices in place to enable reviews and emphasize testing new directions. 

3.5.1.  Enable Input Data Review and Correction 
Individuals should be able to view data that is about them personally. There should be a process in place for 
them to challenge and correct this data [18].  Ideally, there should also be processes for individuals to pro-
vide alternate information that directly speaks to the goal (and not just the proxy goals) of the system and 
have that additional information considered by a human reviewer. 

3.5.2.  Create Mechanisms to Overcome Historical Bias 
Adding some randomization to outcomes can be used to avoid consistent discrimination from historical 
data [25]. Similarly, A/B experiments can be used that drop some features. Ideally, the results of such pre-
dictions can be fed back into the system to produce continuous improvement. 

3.6. Quantify Feedback Loops 
In cases for which the AI predictions can impact its own future input, it is important to ensure that this im-
pact is quantified by comparing against a suitable control or comparing the results against external evi-
dence. For example, algorithms that predict crime based on police reports may cause more police to be de-
ployed to the site of the predictions, which in turn may result in more police reports [7]. Note that not all 
feedback loops are considered negative; algorithms that return search results may return better search re-
sults when less common search terms are used, which may result in users learning to enter less common 
search terms. However, even in positive cases, it is important for the designers to understand the impact of 
feedback loops. 

4. Related Work 
While there exists robust literature of potential problems with bias in AI systems, there is considerably less 
available for how to manage this bias, especially across the wide spectrum of potential causes of bias. A 
number of principles documents and primers for algorithmic accountability have been published by re-
searchers [32] and groups such as ACM [33, 34], World Wide Web Foundation [35] AI Now [36], and 
Data and Society [37]. Other researchers have proposed taxonomies of bias that serve as an excellent start-
ing point towards managing that bias [38, 39, 40] Cramer et. al describe their experience with translating 
these principles documents and taxonomies into concrete processes within their organization, Spotify [26]. 
We similarly share the goal of mapping research literature into practical processes for industry teams and 
focus on processes that can be integrated into existing product cycles including substantiating surrogate 
data, vetting training data, and validating predictions. Cramer et al. point out that in early product develop-
ment data sets may be limited and thus teams may be making decisions in the presence of skewed informa-
tion. Some of the techniques we propose for detecting data divergence can help with this by actively moni-
toring and reacting when production data varies substantially from the assumptions made during training. 

 



 

 
	
  

	
  

5. Summary 
Many data sets contain bias that inevitably impacts AI systems that use that data. Even careful cleansing of 
protected and proxy data will not completely remove the results of historical bias contained within the data. 
However, putting in place a combination of processes can mitigate the impact of bias on current predictions 
and reduce its impact over time. We advocate a combination of processes: 

• Data monitoring to detect anomalies and determine whether the training set is appropriate. 

• Quantitative analysis to justify surrogate data and account for feedback loops. 

• A review process that ensures input correctness. 

• An evaluation process that verifies the predictions are grounded in reasonable feature values. 

• Mechanisms to explore new outcomes and incorporate these outcomes into future predictions to over-
come historical bias. 

Table 1 maps the problems described in Section 2 to the mitigation actions described in Section 3. 

Reviews of AI systems for bias should ensure all of the above are implemented. As AI systems become 
more competitive, mitigating bias may become more necessary not only to avoid liability but to explore 
opportunities that may otherwise be missed. As awareness of the potential harmful impacts of bias in AI 
algorithms grows, we can encourage companies to mitigate the bias in AI systems by emphasizing the 
benefits of doing so such as increasing competitiveness and avoiding hazards and by outlining practical 
management processes that can be followed to actively identify and reduce that bias. 

Table 1: Issues that cause bias and recommended mitigation actions. 

Issue type Issue Mitigations 

Proxy	
  Goals	
   • Substantiate the hypothesis with external quantitative evi-
dence. 

• Evaluate impact of predictions against external metrics. 

Feature	
  Selection	
   • Utilize targeted toolsets to help identify hidden bias. 

• Validate prediction reasons as part of model evaluation. 

• Evaluate unlearned cases for clues to missing attributes. 

Representing	
  
the	
  problem	
  

Surrogate	
  Data	
   • Substantiate surrogate data noting known limitations. 

• Enable an input data review process to help catch non-
obvious limitations. 

Unseen	
  Cases	
   • Detect and review unexpected input feature patterns. 

Mismatched	
  Data	
  
Sets	
   • Avoid overly curated training data. 

• Detect when input data diverges from distributions antici-
pated during training. 

Datasets	
  

Manipulated	
  Data	
   • Consider how training data and data used as input could be 
manipulated and enable safeguards or use alternative sources. 



 

 
	
  

	
  

Issue type Issue Mitigations 

Unlearned	
  Cases	
   • Review the cases that were not learned during training as part 
of model evaluation.  

Non-­‐generalizable	
  
Features	
  

Irrelevant	
  	
  	
  Corre-­‐
lations	
  

• During model evaluation, determine which features were 
used to make predictions and compare them against those 
used by an external judge.  

 

Issues	
  with	
  	
  	
  	
  	
  	
  	
  	
  
Historical	
  Data	
   • Utilized targeted toolsets that help remove historical bias. 

• Supplement training sets with under-represented samples. 

• Utilize randomization and A/B experiments to explore new 
outcomes. 

Inaccurate	
  Data	
   • Detect incomplete data. 

• Enable an input data review process to help catch and correct 
incorrect input. 

Individual	
  	
  	
  	
  	
  	
  
Samples	
  

Stale	
  Data	
   • Refresh cached data sets regularly. 
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